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Abstract

This paper examines the extent to which the confrontation between the

authorities implementing the monetary policy and the private agents asking for

foreign currencies can influence the global process of currency substitution. The

choice of an appropriate monetary policy depends on an original time-

inconsistency problem where a partly-independent and conservative central bank is

faced with a type of monetary targeting. The motives of the private agents in

asking for foreign currencies are precautionary and/or speculative. We obtain the

optimal growth of the aggregate in foreign currencies, which negatively depends

on transparency, central bank credibility and inflation instability of the economy

linked with the currency, and positively on inflation instability of the domestic

economy. Then, we propose different measures of these determinants and we

econometrically test this optimum in the economies of Central and Eastern Europe.

The results are consistent with empirical literature on the macroeconomic

determinants of dollarization. However, in this paper, the complexity of currency

substitution is better illustrated and an empirical approach in relation to the

institutional determinants of currency substitution is provided. 
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I. Introduction

An important part of the empirical literature dealing with the dollarization of

domestic savings focuses on the macroeconomic determinants of this original

monetary phenomenon and generally concludes that inappropriate monetary policy,

unstable inflation and depreciations will lead to increasing dollarization. Thomas

(1985) and his portfolio in a dollarized economy inspired some of these papers (Ize

and Levy Yeyati, (2003)), which empirically test the relationship between these

determinants and dollarization. One of the main limits of this literature is to

disregard the institutional impact.

Another important strand of this literature has concentrated on the role of the

institutions in influencing the process of dollarization. Theoretical analyses (Cowan

and Do (2003)) show that credibility of the central bank is essential to avoid

suboptimal dollarization. According to that paper, under imperfect information,

prejudgments about the Central Bank induce excess dollarization liabilities, which

in turn limit the ability of the Central Bank to conduct an optimal monetary policy.

However, this ability of the dollarization to influence monetary policy has not been

tested. Moreover, as banking and monetary systems were inexistent at the

beginning of the transition, balance sheet effects due to the dollarization of the

domestic liabilities were very limited in the Central and Eastern European (CEE)

economies until the beginning of the 2000s. The currency substitution in the CEE

economies mainly affected monetary aggregates until the beginning of the 2000s.

From now on, we will deal only with the dollarization and euroization of deposits. 

In terms of figures, most of the Central Eastern European economies have

undergone medium or high rates of currency substitution since the beginning of

their transition from a communist system to a capitalist system. As we can observe

in the Table in Annex 1, in 1996 the rate is about 27% for the Central Eastern

European economies; 34% for the CIS economies, 35% for Latin America1, and

8% for our group of industrial economies.2 For 2005, the rate is 27% for CEE,

48.4% for CIS, 47.4% for Latin America and 8.8% for Industrial Economies. On

1However, we can observe big differences between some economies inside each group. In the CEE

group, the rate of dollarization for Croatia is about 67% in 1996 while it is just 11% for Slovakia. For

the CIS economies, Armenia underwent a rate of financial dollarization of 59% while it is just 10% for

Uzbekistan. For Latin America, Bolivia is about 89% while Ecuador has a rate of about 20%. The

standard deviation in 1996 is 20.5 for the CEE economies, 16.1 for the CIS economies and 29.3 for the

Latin American group.
2Source: Trim. Report from the BIS (1996-2006)
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average, in 2005, 30% of the domestic bank deposits3  (and a comparable share of

domestic bank loans) in developing economies was foreign denominated (41% if

we exclude economies where dollar deposits are legally banned). The CEE zone is,

therefore, a medium-dollarized region and, contrary to some other regions, has

globally managed to stabilize its rate of dollarization in the 2000s while none of the

countries has ever implemented laws to ban dollar deposits. Nevertheless, some

economies, such as Romania and Bulgaria, have undergone hysteresis of their

financial dollarization since the financial crisis of 1997 and are today dollarized at

about 50% despite an important macroeconomic stabilization. 

If globally the CEE region has performed better with its rates of currency

substitution, it is mainly due to their success in stabilizing their economies. The

rate of inflation has been drastically reduced from about 360% in 1992 to 5% in

2006.4 The economic growth volatility has also dramatically decreased for these 11

economies since the standard deviation of the real economic growth went from

6.45 for the 1991-1995 period to 1.09 for the 2001-2005 period.5 Finally, the main

monetary instrument of the central bank during the initial stages of the transition,

the growth of the domestic monetary supply, has also been drastically reduced

since the growth of the monetary aggregate M2 went from 34% in 1995 to 10% in

2005. 

At the same time, we observe in the Central Eastern European economies a

political motivation to give more and more legal independence to the central banks

in the conduct of the monetary policy. If we take the two main indicators for

measuring central bank independence, the one developed by Vittorio Grilli, Donato

Masciandaro, and Guido Tabellini (1991) (GMT), and hence called the GMT

indicator, and the one by Cukierman (1992), we can observe a very important

increase over the first decade of the transition. For the GMT index, the average

value of the 11 economies of our sample was about 7 in 1991 and 12.2 in 2003.6

This legal independence was so substantial in 1998 that it was even greater than

that of the industrial economies in 1988.7 However, this substantial legal

3Source: Banking Report from the World Bank (2006)
4Source: Data from the OECD (2007)
5Source: Data from the World Bank (2007); The 3 Baltic economies have undergone the most important

decrease since the standard deviation has gone from 12.44 for the first period to 1.29 for the second

period.
6For the same dates, the values of the Cukierman Index were respectively 0.41 and 0.78.
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independence does not protect the monetary authorities from political pressure and

we will try to evaluate actual independence.

This raises two, possibly related, questions. First, what are the determinants of

the aggregate in foreign currencies? What kind of influence can independent

central banks have on the stocks of foreign currencies?

From an institutional point of view, we believe that this model proposes a

method to test empirically some of the conclusions of the paper by Cowan and Do

(2003), such as the significant impact of a credible central bank on the levels of

dollarization. We also confirm the results by Honohan, De Nicolo and Ize (2003),

where they find a positive and significant correlation between the share of dollars

deposits in total bank deposits and institutional determinants of monetary

credibility. From a macroeconomic point of view, the testing of the optimum is

consistent with the paper of Rennhack and Nozaki (2006), which finds a positive

significant correlation between inflation instability and the dollarization of deposits

in Latin America. 

The main contribution of this paper is to test the determinants of currency

substitution arising from the confrontation between the authorities implementing

the monetary policies and the private agents asking for euros and dollars. To build

the appropriate monetary policy, we use a time-inconsistency model where the

government and the central bank have different priorities. A credible independent

conservative central bank seeks to implement a rigorous monetary policy by

minimizing the gap between effective monetary growth and what we call potential

monetary growth. The main objective of the government is to minimize the output

gap. The demands for foreign currencies are built on a simplified portfolio model

where both speculative and precautionary motives are taken into account. One of

our innovations is to integrate the demand for currencies directly into the dynamics

of the exchange rates. Thanks to this original theoretical model, which borrows

from literature of time-inconsistency, financial dollarized portfolios and central

bank independence, we obtain the optimal aggregate in foreign currencies, and the

optimal exchange rates. We then try to test these optima by using some concepts

from the literature on central bank independence. Our paper also aims at refining

7We chose one decade of difference since the concept and the imperative necessity to have an

independent central bank started at the beginning of the eighties for the industrial economies when the

Eastern European economies were still communist. The dates 1988 and 1998 allow us to have an idea

of the situation regarding central bank independence in all the economies eight years after the real

initiation of these policies 
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these empirical analyses by introducing institutional variables like financial

development, informal economy, official exchange rate regime and several

dummies capturing time-specific and individual-invariant characteristics.

We will show that the introduction of these variables had strong consequences

for the dynamics of currency substitution in transition economies.

This paper proceeds as follows. In the next section, we build the general

program of minimization. The section II gives the optima of this model and several

hypotheses are proposed. The section III provides several measures of the central

bank independence. The section IV concentrates on the measures of potential

output, inflation instability and other institutional variables. Finally, we test the

model econometrically, we comment the results and we conclude.

II. Hypotheses of the Theoretical Model

A. The Government

In our model, we assume that authorities aim at implementing a type of

monetary targeting policy whereby the central bank uses monetary aggregates as

an intermediate target and a nominal anchor. This policy will allow these

authorities to have a better control over inflation. The authority which has the

power to modify the money supply directly is the central bank. Concerning the

government, it is assumed that it gives a greater priority to minimising the output

gap than to the monetary gap. This priority is expressed below by the coefficient ψt

such as ψt >1. The originality of our model is to directly integrate monetary

aggregates into the equation. One of the main challenges for these authorities is to

be faced with partially dollarized and euroized monetary aggregates. Agents have

the possibility to hold foreign currencies.

We then create a model where the authorities have to find a balance between

output growth volatility and money supply growth. Policy-makers seek to

minimize the following loss function, which represents the preferences of the

government in a dollarized and euroized economy:

(1)
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with  the general money growth and  the potential general money

growth 

(3)

with  the stocks of foreign currencies held by domestic residents at the period

t and  the global value of all the monetary aggregates at the period t-1.

All the variables are variations expressed in real values. We admit the hypothesis

in our model that the authorities do not implement laws to restrict strongly the

holding of foreign currencies. This restrictive hypothesis is adapted to the 11

transition economies we are studying since, as Levy Yeyati (2006) showed, none

have implemented laws to stop or forbid officially the deposits in foreign

currencies.8 Nevertheless, the theoretical model shows that the authorities aim at

limiting as much as possible the growth of dollars and euros in the economy. 

On the right side of the above equation,  is called the

index of monetary rigor, and is based on the equation of exchange by Fisher

(1911). With a stable velocity of money, we have . Because of the

absence of a banking system at the beginning of the transition and the very small

amount of credits, the monetary aggregate was the only monetary instrument of the

authorities in the nineties and is still one of the main ones. If mrt >0, then monetary

policy may be seen as relaxed and, as the liquidity required by the new transactions

is less than the volume provided by the central bank, there is a risk of liquidity

overhang. Several papers (Yifan Hu (2003), Brada and Kutan (2003)) empirically

showed that monetary aggregate is still a significant determinant of inflation in

transition economies, and may support the idea that high inflation is likely to

appear with an excess of domestic liquidity. This situation is typical of the

beginning of the transition when Central Eastern European economies did not have

any banking system and did not have access to international financial markets.

Consequently, the only means of financing the state budget was monetary

expansion. 

If mrt = 0 then monetary policy is said to be rigorous and does not lead to extra

inflation. From now on we use  instead of .
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8The only restrictions were implemented by Slovak Republic and Hungary but, as shown by Levy Yeyati

(2006), they were not very important. 
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B. The Central Bank

Suppose now that a “conservative” central banker is put in charge of monetary

policy. Conservative means that the central banker is more inflation-averse than the

government and, therefore, is more reluctant than the government to expand

monetary supply. The loss function of the central bank can, therefore, be written as:

(4) 

where θ denotes the additional inflation aversion of the central banker and his/her

willingness not to expand domestic monetary supply, namely his/her

conservativeness. The preferences of the central banker do not matter, unless (s)he

is able to determine monetary policy. In other words, the central bank should be

able to pursue monetary policy without (much) government interference. This can

be simply modelled as follows (Eijffinger and Hoeberichts, 1998):

(5)

where δt denotes the degree of central bank autonomy, namely to which extent the

central banker’s loss function affects monetary policy-making. If δt = 1, the central

bank fully determines monetary policy. The authorities aim at minimizing:

namely 

C. The Global Program

At present, we can specify the global program of the authorities:
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With (6), output is driven by a simplified Lucas supply function.9

The equation (7) is the agents’ reaction function and allows estimation of the

dynamic demand for foreign currencies by the private agents.  and  are

the variances of the inflation rates respectively in the domestic economy and in the

foreign economy.10 et is the variations of the exchange rates into foreign currencies.

The equation is partly inspired by the optimal conditions of Thomas (1985), whose

paper has influenced some significant analyses of dollarization (Ize A., and E.

Yeyati Levy, (2005)). Currency substitution depends on the inflation instability gap

between the domestic economy and the targeted area, namely the United States for

the dollar and the European Union for the Euro. As described by Thomas, in that

situation, currency substitution is motivated by the need for protection of the

savings. If the rate of inflation is very instable (a very high ), then private

agents have great difficulty to anticipate coming inflation. If inflation instability of

the targeted foreign economy is very low, then they prefer converting their wealth

into this foreign currency. Another motive is speculation, private agents asking for

euros or dollars in order to make a profit. The key determinant of that type of

currency substitution is the exchange rate variation. If  then

: private agents are not compelled to protect their

savings from unanticipated inflation but they can ask for dollars and euros for

purely speculation motives. The demand for foreign currencies in the economy

would just depend on the exchange rates variations, the coefficient β and the

relative conservativeness and independence of the central bank. The coefficient β

gives the reactivity of the monetary demand to the macroeconomic determinants.

In this function we also added the ratio , which shows that an

independent conservative central bank is a sign of credibility of the monetary

policy. The power and the willingness of the central bank to reduce inflation

reassures the private agents and the need for protecting their savings may be

reduced. It also follows from equation (7) that both the independence and the

conservativeness of the central bank matter. If the central banker has the same

inflation aversion as the government (namely θt = 0), then the independence does

not matter. And similarly, if the central bank is fully under the spell of the

government (namely δt = 0), then the conservativeness of the central bank has

really fewer impact on individuals’ currency portfolio choices. There are various
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10The foreign economy includes the European Union and the United States.
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combinations of δt and θt that may yield the same outcome, including the optimal

one. Finally, the coefficient  is the degree of transparency of the

decisions taken by the monetary authorities. Perfect information about the

independence and the decisions taken by the central bank appears when h = 1. The

degree of independence and conservativeness of the central bank is perfectly

known by private agents and the demand for foreign currencies may be

considerably reduced. On the contrary if the transparency is null, then h = 0 and

the effect of political capture of the central bank on individuals’ currency portfolio

choices will be much lower. Provided that θt.δt >0, then better transparency always

negatively influences the growth of currency substitution. 

The equation (8) shows that the exchange rate depends on the monetary policy

implemented by the central bank and a factor χt. The integration of the factor χt

assumes that exchange rate may be affected by an external shock. For instance, a

monetary restriction in the Euro Area may lead to a positive χt and to the

depreciation of the domestic currency. Higher currency substitution (positive )

means that the foreign currencies are preferred to the domestic one and will

provoke a depreciation of the exchange rate. Finally the gap between and 

reflects the ability of the monetary authority to conduct rigorous monetary policy.

III. Optima of the Theoretical Model

A. Optima

With rational expectations and minimizing government’s loss function, the

optima turn out to be:

(9)
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(11) 

(12)

It appears that the growth in the stock of foreign currencies positively depends on

,  and ψt, and is negatively influenced by , h, θt and δt. The growth of

the stock of domestic currency positively depends on , h,  and and is

negatively affected by , θt  and δt.

With regard to the independence and the conservativeness of the central bank,

we can immediately see that the levels of currency substitution is lower for positive

values of θt and δt. In other words, delegating monetary policy to an independent

and “conservative” central bank will yield a lower level of currency substitution.

There is an optimal level of independence and conservativeness. Ceteris paribus an

increase (a decrease) in the bank’s conservativeness or independence will lead to a

more inflation-averse monetary policy. Conservative independent central banks

aim at reducing the monetary gap and provide less dollars and euros. On the

demand side, private agents who believe in the credibility of the domestic

monetary institutions will ask for less foreign currencies. 

It is also important to remember that the transparency h of the decisions of the

authorities is a key element of the success of a monetary policy of de-dollarization.

As analysed previously perfect information or h=1 in our economy will

considerably reduce the level of currency substitution as the central bank will be

able to directly influence the private agents’ portfolio choices. As  positively

depends on h, we will observe a transfer from foreign currencies to the domestic

one. Otherwise, if h=0, then the optimal growth of foreign currencies is much

more important and only the supply of foreign currencies can directly influence the

dynamics of currency substitution.11

The relationship between potential output and dollarization may be ambiguous
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11For instance, in several economies, the deposits in foreign currencies have been declared illegal. The

effect is generally counter-productive. This policy has never been adopted by the economies of our

sample. However, in 1982, the Mexican authorities obliged Mexican citizens to convert all their

dollarized deposits into deposits held in pesos. This monetary policy was a failure, Mexican citizens

preferring converting all their domestic dollarized deposits into banknotes and coins or foreign accounts.

Mexican banking system was rapidly decreasing and the control of the monetary aggregates was

becoming more and more difficult. All these counter-productive effects eventually led the Mexican

Central Bank to reauthorize the deposits held in dollars. This example shows that growing transparency

of the organization and the decisions of the central bank is a more powerful instrument than banning

dollarized deposits. Monetary targeting or inflation targeting are policies which provide complete

transparency about the objectives of the central bank, and may help authorities have a better control on

currency substitution.  
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and we will analyze them in the next part. Logically, the demand for foreign

currencies positively depend on . Here appears the notion of substitutability

between the different currencies. This substitutability is all the higher since the

services provided by each of these currencies are similar. In an economy where the

three main functions (medium of exchange, sore of value, and standard of value) of

the domestic currency have been highly dollarized, the coefficient of

substitutability may be quite high. Last but not least, whatever the values of β may

be, the variations of the stocks of foreign currencies negatively depend on . 

For the equations (11) we can admit that the optimal variation of the exchange

rate is dependent on the credibility of the domestic central bank and the monetary

policy conducted by the European Central Bank and the Federal Reserve System.

As expected, the monetary policy implemented in the euro area and the dollar area

may directly affect the value of the domestic currency. More conservative central

banks in the United States and in the euro area may lead to a depreciation of the

domestic currency.

A credible central bank is a bank which has the willingness to stabilize the

exchange rates and the monetary gap we previously described. It also needs to be

independent enough to implement its own monetary policy. The equation (11)

clearly shows that one of the implicit objectives of a conservative and independent

central bank is to stabilize the exchange rates. This optimum means that exchange

rate is an endogenous variable which can be corrected by a conservative

independent central bank. 

Even if they were not directly integrated into the theoretical model, the exchange

rate regimes may play a role in the dynamics of currency substitution. As the

demand for dollars and euros caused by the motive of speculation is directly

connected to exchange rate variations, lower exchange rate variations may lead to

lower currency substitution. We will integrate a dummy in our econometric test to

estimate the impact of these official fixed exchange rate regimes on the level of

currency substitution. The idea is to determine if the implementation of harder pegs

reassures private agents. 

B. Hypotheses

From now on, we can use some hypotheses which will help us econometrically

test the optimum . High potential economic growth could be the source of

increasing confidence of the agents into their economy. Bright prospects may

reassure private agents whose precautionary motives to dollarize their savings are
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declining. The evolution of the statistics of the studied economies generally

confirms this view.12 

Nevertheless, for some economies we could observe stagnation of currency

substitution, and increasing economic growth. This hysteresis of dollarization,

which occurred in Croatia, Romania and Bulgaria after the financial crisis of 1997,

is usually explained by a loss of confidence of private agents in the ability of their

monetary authorities to stabilise the economy over a long term. When this kind of

economic process appears, macroeconomic variables have very little influence on

dollarization. Concerning the government’s weight on output stabilization, we

assume that it has a negative influence on the variations of the stocks of foreign

currencies. A high willingness of the government to reduce the output gap may

lead to lower uncertainty concerning expected real output growth and then private

agents feel more comfortable and do not need systematically to protect their

savings. Consequently, with  and , we have .

This shows the negative influence of both the potential output and the

government’s weight on output stabilization on dollarization.

Then, we admit that χt = 0. From an economic point of view, this restriction

means that the exchange rate variation depends only on the conservativeness of the

central bank, the monetary gap and the changes in supply of and demand for the

domestic currency and the foreign ones.

Concerning  we suggest an approach to the empirical specification, in

which foreign prices are constant: =0. Although this restrictive hypothesis

does not allow us to test the substitutability between the currencies of the model,

the substantial difference between domestic values and European and American

values of inflation instability may support this restrictive hypothesis. Concerning

the transparency h, despite the fact that it may work in theory, from a practical

point the concept of transparency is very difficult to be measured. To simplify our

empirical analyses we will admit that h =0. In that case, we can estimate: 
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12If we exclude Romania, Bulgaria and Croatia, the average of the real economic growth of these 8

economies was about 1.2% in 1996 while the rate of currency substitution was 17.1%. For 2004, we

respectively have 4.3% and 12.1%. In the case of Romania, Bulgaria and Croatia, the potential influence

of output growth may be also present as during their severe recessions at the time of the 1997 crisis these

three economies all underwent substantial acceleration of the rate of dollarization.
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 with (13)

 

The influence of the domestic inflation instability will be measured through the

function ln( ). 

From now on, we can use the logarithm function to estimate econometrically the

equation (14). We then obtain: 

(14) 

where ηt is random shock with zero mean and variance .

IV. Measures of the Independence and Conservativeness 

of the Central Bank

A. Legal Independence

The construction of so-called legal indicators is done by structuring those

criteria, which are regarded as being relevant and valuating the compliance with

them on a numerical scale. Legal indicators are used as noisy indicators of actual

central bank independence. Because the legal foundations of monetary policies in

most economies change relatively rarely, legal indicators possess practically no

explanatory power for the economic development within economies. Most of the

empirical studies on the relationships between central bank independence and

macroeconomic performance are, therefore, cross-sectional (Cukierman (2000), De

Haan et al. (1996), Maliszewski (2000), Jacome and Vazquez (2005)). Evaluation

of central bank laws is done by calculation of numerical index values. These values

are used to rank central banks in accordance with their independence.

Many econometric studies go beyond a purely ordinal aspect because they use

the numerical values of indices as explanatory variables in econometric

regressions. It is, therefore, particularly important to know how the legal measures

for central bank independence also differ with regard to their numerical index

values. Primarily, there are three problem areas, which have led to different index

values in the literature. The index values are dependent on (Mangano (1998)):

(1) the criteria contained in the index;

(2) the interpretation and evaluation of the law with regard to each individual

criterion;
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(3) the way in which evaluations are aggregated into an overall index, including

the weighting of the criteria.

These problems make it clear that the construction of indexes for measuring

central bank independence inevitably contains subjective and arbitrary aspects

(Eijffinger and Schaling (1993), Mangano (1998), Cukierman Webb and Neypati

(1992)). In the following, some frequently used indexes are introduced and

compared with each other.

The two main legal indexes are the Grilli Masciandaro Tabellini Index (GMT)

(1991) and the Cukierman Index (1992).

The GMT index is composed of two sub-indices, defined as political and

economic independence of the central bank. The concept of political independence

comprises nine sub-items covering appointment procedures for the members of the

central bank’s highest decision-making body, the relationship between this body

and the government and the formal responsibilities assigned to the central bank.

The economic independence of the central bank is composed of seven sub-items,

which include the issue of central bank financing of the budget as well as the

nature of monetary instruments. Every sub-item is scored using a binary system

under which the figure one is either assigned or not assigned. The overall index of

legal CBI is obtained by a simple addition of unweighted scores on political and

economic independence. 

The Cukierman index (1992) comprises 16 sub-items for assessing the degree of

legal CBI, which are grouped into the following four sets of items: 1) Variables on

the status of the governor, namely his term of office, appointment and dismissal

procedures and incompatibility clauses; 2) the policy formulation variables,

comprising regulations on the competence to formulate monetary policy, the

central bank’s potential participation in the budget process as well as regulations on

potential conflicts between the central bank and the government; 3) the legislated

central bank objectives; and 4) regulations concerning limitations of lending. Each

of the sixteen sub-items is assigned a score between 0 (lowest) and 1 (highest level

of independence), where the „fine tuning” for each sub-score depends on the legal

alternatives proposed by Cukierman. The overall index for each country is obtained

in two different ways, either by calculating an unweighted mean (LVAU) or by

computing a weighted index (LVAW). In contrast to Grilli, Masciandaro and

Tabellini (1991), graded evaluations are provided for with detailed questions as

well. 

The table in annex 2 gives the value of each index for each country of our panel.



Currency Substitution and Central Bank Independence 611

The values for industrial economies are those for 1988 while, for transition

economies, they are from 1998. We chose one decade of difference since the

concept and the imperative necessity to have an independent central bank

established at the beginning of the eighties for the industrial economies when the

Eastern European economies were still communist. The dates 1988 and 1998 allow

us to have an idea of the situation regarding central bank independence in all the

economies eight years after the real start of these policies. Using the two indexes,

we note that, on average, aggregate legal independence of new central banks in

transition economies is substantially higher than legal CBI in developed

economies. Actually, the average of the Cukierman Index is 0.38 for the industrial

economies in 1988 and 0.63 for the transition economies in 1998, while as regards

the GMT Index the average is respectively 8.33 and 12.54. The annex 3 provides

us with the evolution of this legal independence among our eleven economies. The

table shows that legal independence is time varying and mainly depends on the

new rules and legislation implemented by the political authorities.

B. Actual Independence

Whatever the interpretation of the new laws may be, in our opinion there is

another important problem concerning these laws. Are they really implemented?

Here appears the gap between actual independence and legal independence.

Several authors have tried to measure actual independence. To do so, they created

indicators based on actual behaviour. For instance, Cukierman (1992) and

Cukierman/Webb/Neypati (1992) calculated the actual turnover rates for central

bank governors for the period 1950-1989. This indicator is based on the

assumption that a higher frequency of change of central bank governors indicates a

lower level of central bank independence. For them, on the one hand, a longer term

does not necessarily imply greater independence but, on the other hand, if the

terms of office served are shorter than the electoral cycle, this can lead to the

suspicion of lack of personal independence. However, this interesting indicator

cannot be used for the transition economies since at present the period studied is

not long enough to obtain efficient tests.

It is consequently better to adopt another indicator for the transition economies.

Alpanda and Honig (2008) examine the extent to which monetary policy is

manipulated for political purposes by testing for the presence of political monetary

cycles between 1972 and 2001 in a large sample of countries. In their regressions

between M1 growth and several variables, they use a ranking of the actual CBI
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which is based on the behaviour of central banks during election cycles when their

independence is likely to be challenged. Their results show evidence of political

monetary cycles only in developing economies. While the authors integrated

transition economies directly in their regression, we do not think the period of free

political elections of these countries has been long enough to use such a ranking of

the actual CBI.

Lougani and Sheets (1997) examine the influence of central banks’ legal

independence on the inflation rates in 1993 for a group of twelve economies. The

study comes to the conclusion that there is a highly negative correlation between

central bank independence and inflation, even after controlling for other factors,

such as fiscal balance, reform index and the average tenure of central bank

chairman (Lougani and Sheets (1997)). However, the concentration on the inflation

rates for a single year, and the fact that many of the central bank statutes, which

were examined, had not been in force for very long, give rise to doubts regarding

the robustness of the Lougani and Sheets findings.

For example, Eijffinger and Keulen (1995) find no significant relationship

between central bank independence and inflation for a total sample of eleven

economies (including three transition economies: Hungary, Poland and Czech

Republic), but they show that there is a negative relationship between central bank

independence (measured with the GMT indicator) and inflation for those six

economies where the central bank has been functioning for more than five years. It

seems that it takes at least five years for these economies to implement the change

of the statute of their central bank efficiently. We can, therefore create an indicator

of actual independence, which takes this vital period of implementation into

account. The indicator and the scores developed by Maliszewski (2000) and

extended by Arnone, Laurens and Segalotto (2006) for several economies, and

mainly based on the GMT methodology, can be turned into a progressive indicator,

whose value each year is equivalent to the sum of the value of the previous year

and twenty percent of the gap between the new value of the CBI which has been

adopted by the politicians, and the value of the previous year. 

Our progressive indicator can include both the CBI and the institutional progress

of each country. It is an actual index since it takes the behaviour of the authorities

into account, their abilities (or inabilities) to implement the laws which have been

voted by the Parliament. This index has two main advantages for a panel

estimation. Firstly, it allows us to have a value of this progress for each year of

each country and, consequently, increases the precision of our panel by avoiding
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the problems of “explosions” between each period. Secondly it provides us with an

average period of a good implementation of the functioning of the central bank. Of

course, this average is not the value for all the economies but with a panel of 11

economies we can obtain very good results with this criterion since the economies

may all score around this average.

C. Conservativeness of the Central Bank

Despite the fact that it may work in theory, from a practical point the concept of

a “conservative” central bank seems void, if only since the preferences of possible

candidates for positions in the governing board of a central bank are generally not

very easy to identify and may change after they have been appointed. So, it is hard

to identify the real world of a “conservative” central banker. We can also argue that

the statutes of the central bank can be relevant here, especially with respect to the

description of the primary goal of monetary policy. We will, therefore, use an

index, which can be assimilated to the legal conservativeness of the monetary

authorities, actual conservativeness being clearly too difficult to be measured. A

situation where the statutes of a central bank define price stability as the primary

policy goal, can be considered as a proxy for the “conservative bias” of the central

bank as embodied in the law (Cukierman (1992)). In the table in annex 3, this is

included in the criterion C8, which stipulates that there is a statutory responsibility

to pursue monetary policy. We can note, with regard to this table, that all the

reforms of the central banks in the transition economies have adopted this statutory

responsibility. We can, therefore, legitimately admit that θ = 1 since the

conservatism of the governing board of the central bank is logically superior to the

one of the government even if this board can sometimes be subject to some

pressure from the politicians. Moreover, if we admit that θ = 0, then neither the

independence nor the conservativeness of the central bank can influence the rate of

inflation. Except in extreme situations, this hypothesis is too restrictive. 

V. Data, Econometric Tests and Interpretation

A. Data

Regarding the monetary phenomena of currency substitution will use the ratio

which integrates the increase of the deposits in foreign currencies (checkable

deposits and currency time and savings deposits, both in euros or dollars) for the
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numerator, and the aggregate M2 of the previous period (local checkable deposits

and local currency time and savings deposits) with the deposits in foreign

currencies for the denominator. In early literature, some authors, Cuddington

(1983) and Thomas (1985), divided dollarization into two phenomena: currency

substitution and asset substitution. The first one is related to the holding of foreign

currencies under the form of cash, while the second one is linked with deposits. As

it is almost impossible to estimate the amount of foreign cash in circulation outside

the banking system, we will not include it in our time series.13 Annex 4 provides

the periods for which we have complete data. All these data come from the Central

Banks of the 11 tested economies. Before 2002, instead of using the euro we take

Austrian schilling, Belgian franc, Dutch guilder, Finnish markka, French franc,

German mark, Irish pound, Italian lira, Luxembourg franc, Portuguese escudo,

Spanish peseta and Greek drachma. As our tests concern the period before 2007,

we do not take into account the integration of Slovenian tolar, Cypriot pound,

Maltese lira and Slovak koruna into the European Monetary Union III

The standard deviation of the domestic inflation is measured on a yearly basis.

For each year we calculate the deviations of the monthly inflation rate from the

yearly average. 

To measure potential output in a transition economy, we will use the Hodrick

Prescott filter Approach (HP Filter). This methodology calculates the long-term

tendency by using only observable date. The tendency is obtained by minimizing

fluctuations of actual data around the trend. As did Benes and N’Diaye (2004), we

consequently minimize the following function:

where  is the trend of the variable y or its long-term tendency. 

The coefficient λ in function (11) regulates how smooth the long-term GDP

tendency (which can be interpreted as potential output in this case) is. A low λ

value gives a trend that follows closely the movements in actual GDP, while a high

λ value reduces the sensitivity of the trend to short-term fluctuations. If the value

of λ is very high, the long-term tendency obtained by the HP filter is similar to the

linear trend. The λ value for the HP filter can often be selected freely depending on

the desirable smoothness of the final trend. It is common practice to select a λ
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13For a measurement of the amount of foreign currency in circulation, see Feige and Dean (2002).
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value from 100 to 10 for annual data. When the trends obtained with different λ

values are compared, one can see that higher λ values increase the difference

between the actual and smoothed time series. The HP filter approach has two

positive features. Firstly, the trend obtained is influenced by shocks. Secondly, it is

simple to measure, hence also to reproduce. On the other hand, the method also has

a number of drawbacks. The HP filter produces a good result only when data on a

stable economic environment are not affected by strong shocks. In this case, the

HP filter and econometric methods have an advantage over a simple linear trend.

However, several shocks did affect growth in some economies of our panel, as in

Bulgaria and Romania in 1997, and substantial and accelerated changes in actual

output do not necessarily signal either expansion or contraction of potential output.

In this context, reliance on the HP filter approach alone may lead to erroneous

assumptions. In addition, sources often criticise elements of the HP filter such as

the freedom to select the λ value and biases at the ends of the time series that may

influence the economic policymakers' decisions. Irrespective of the given

drawbacks, the HP filter approach is widely employed because of its simplicity. We

estimate it for the 11 countries. We can observe that many values of this potential

output have been positive so <0. Moreover, as the government’s weight on

output stabilization is positive, we will have <0. Consequently, as most authors

do in such a situation, we will use a semi-logarithmic function in order to use all

the data provided by the central banks of the 11 countries. We will estimate the

below function14: 

(15) 

where 

To complete the analysis, we will add three other factors to the function (15): the

development of the banking system, the importance of the informal sector, and the

impact of the official exchange rate regimes. 

De Freitas (2004) and Feige and Dean (2002) underlined the importance of

under-developed financial markets and informal sector into the growth of the

stocks of foreign currencies. As for most authors (Vetlov (2001)), a growing

banking sector leads to a decrease in the stocks of foreign currencies. Actually, this
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financial development means a change in the characteristics of the optimal

portfolio. The growing number of financial products into the domestic currency,

such as state bonds, allows better diversification of the risks. A better banking

system could protect private agents from the risks linked to inflation by creating

bonds in domestic currency, which are correlated with the rate of inflation.

Inflation instability has fewer negative consequences and dollarization decreases.15 

In order to measure the development of financial markets, the most commonly

used indexes are the currency in circulation to GDP ratio, the deposit to Total

Liability ratio, M2 to GDP ratio and private domestic credit to GDP ratio (Jalil and

Ma (2008)). As our tested variables are linked with deposits and monetary

aggregates, we will use the private domestic credit to GDP ratio to avoid problems

of correlat ion.  Then,  we wil l  integrate into our tes ts  the

ratio , the values of which are also

provided by the central banks of each country.

The Informal sector refers to all productive economic activities that fall outside

the formal economy regulated by the State. In our view, this informal sector has a

positive influence on the demand for dollars or euros. Feige, Sosic, Faulend, and

Sonje (2001) showed that the use of foreign currencies allows dissimulation of

some financial transactions. The evolution of the informal sector is measured with

the ratio , where LCC is the volume of the Local Currency into

circulation. As for Schneider and Frey (2000), this is the most pertinent ratio when

we test correlations. Higher values for this ratio mean that more transactions are

paid in cash. The declaration of transactions paid in cash often depends on the

sincerity of the private agents. Undeclared transactions require cash and can be

linked to illegal activities.

Finally the choice of the exchange rate regime erst may have an impact on the

motive of speculation. Credible hard pegs mean stability of the domestic exchange

rate and may reduce the demand for dollars and euros. Most of the Eastern-

FMD( )
t
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15However, as for Feige and Dean (2002), the development of the banking system will lead to an increase

in deposits in euros and dollars. At the beginning of the transition, the absence of the banking system

compelled private agents to turn their wealth into foreign bank notes. Then, more efficient banks

created banking products such as deposits into foreign currencies and private agents preferred

converting their cash. At the same time, for some economies, the author found negative correlations

between the volume of deposits into foreign currencies and the volume of deposits into the domestic

currency. To determine which of these two effects is the greater, namely to know if the transfer from

FCD (foreign currencies deposits) to LCD (local currency deposits) is superior to the transfer from FCC

(foreign currencies cash) to FCD, Feige and Dean proposed to analyze case by case. 
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European Economies have adopted more or less flexible exchange rates systems.

The only economies to have officially adopted hard pegs are Bulgaria (linked to

the euro since 1997 while, before it had a flexible exchange rate regime), Latvia

(pegged to the SDR from 1994 to 2004 and pegged to the euro with a fluctuation

band of ±1% since 200516), Lithuania (pegged to the dollar from 1994 to 2002 and

pegged to the euro since 2002) and Estonia (linked to the Deutsch Mark from 1992

to 1999 and linked to the euro since 1999). The credibility of these regimes has

been seriously tested since the beginning of the financial crisis at the end of 2008.

The choices made by the other economies are summarized in the annex 6. The

more rigid is the announced exchange rate regime, the bigger is the assigned

figure. The sign of the coefficient related to this exogenous variable is ambiguous.

If these regimes are seen as credible by private agents, then harder pegs may lead

to lower levels of currency substitution. But the absence of credibility of such

regimes may have contrary effects on the growth of dollars and euros inside the

economy. Worse, the adoption of a hard peg may reveal to the private agents the

inability of the monetary authorities to stabilize the economy. 

B. Econometric Tests

(1) Problems of Endogeneity

At present we check the consistency of our regression and we will try to exclude

the problems of endogeneity. We will test if inflation instability and informal

economy are endogenous variables.

The idea that inflation instability could be an endogenous variable comes from

Maliszewski (2000) and Levy Yeyati (2006). The first of the two authors regressed

central bank independence on the rate of inflation in transition economies and

finds, with several hypotheses concerning the institutional evolution of these

economies, a significant negative relation between the two variables. Levy Yeyati

studied the consequences of currency substitution on the rate of inflation and finds

a positive significant relation. Both authors use the rate of inflation while, in our

analysis, we focus more on the instability of this variable. However the value of

inflation and its variability may be correlated and that is why we will perform a

Durbin-Wu-Hausman test as follows:

(17)ϕt
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   (18) 

                    

The auxiliary equation (17) tests the determinants of the inflation instability. As

previously analyzed, we included central bank independence and currency

substitution into the list of the determinants. The effect of the official exchange rate

regime on inflation instability might be ambiguous. If the main objective is to

stabilize exchange rate, then prices can be the only variable to stabilize the real

exchange rate. Harder pegs could lead to more inflation instability. The variable

BCLIt is linked to the Cumulative Liberalisation Index (De Melo et al. (1996)),

usually called the CLI. The authors constructed annual liberalization indices

assessing transition economies progress in three areas, liberalization of the internal

markets, liberalization of the external markets, privatization and restructuring,

between 1989 and 1994. These indices were then used to construct the measure of

CLI, defined as the sum of yearly weighted-average indices (with weights 0.3, 0.3

and 0.4, respectively). Using the CLI as an explanatory variable for economic

performance, they found that greater liberalization was associated with higher

growth and lower inflation (both averaged over 1993-94). We will admit that our

variable BCLI is equal to 0 if CLI<2 and 1 if CLI>2. The threshold of 2 has been

chosen by Cukierman et al. (2000) and means that the transition economy has

taken the first step of its transition. Once the economy is beyond 2 we logically

assume that, up to 2007, it has never come back below this threshold. 

Eventually the potential economic growth could bring about more inflation as it

is often the case in countries with fast growing economies. 

The initial equation of interest (23) regress , , ,

(FMDt)1og, erst and  on  are the residuals of the auxiliary

equation. As we have doubts regarding the exogeneity of the variable capturing the

effects of informal economy, we exclude this variable from the regression (18). If

δt is measured with legal central bank independence, then the p-value provided by

the Durbin-Wu-Hausman test shows that the risk to reject the null hypothesis by

mistake is 21.5%. With actual central bank independence the risk is 16.5%. We are

then allowed to conclude that our OLS is consistent.
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The variable  is also likely to be endogenous. As currency

substitution is measured with 17, there is a potential problem of simultaneity.

We will then regress the level of currency substitution on IS. 

(19)

(20)

where 

The determinants of (ISt)log are multiple. As the external shock of the transition

strongly affected the institutions of the Central and Eastern Europe, the disorder of

the beginning of the nineties may have caused more and more informal

transactions. To capture the phenomenon of progressive liberalization, we

integrated the variable BCLIt into the auxiliary equation (19). The independence of

the central bank may have a negative impact on the growth of (M2)t. The effects of

the development of the banking system captured by (FMDt)log means that more

efficient banking products and services are provided to the private agents.

Consequently these agents can progressively convert their coins and banknotes into

more elaborate deposits. Finally the enrichment of the economy, measured by the

potential economic growth , helps more and more people to earn their own

living without having informal business.

The Durbin-Wu-Hausman test shows that the risk to reject the null hypothesis

by mistake is 1.56% with legal central bank independence and 0.02% with actual

central bank independence. The OLS is not consistent and one of the solutions is to

find another variable which is able to capture the effects of informal economy

without being correlated to the error term of the initial equation of interest.

Measuring corruption may be a solution. 

One of the main indicators for the evaluation of corruption has been annually

published by Amnesty International since 1995. This indicator commonly named

Corruption Perceptions Index, orders the countries of the world according to the

degree to which corruption is perceived to exist among public officials and

politicians. The organization defines corruption as “the abuse of entrusted power

for private gain”. This index is scaled from 0 (most corrupt) to 9 (least corrupt). It
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is an average of ten survey results on corruption over several years. The lack of

standardization and precision in these surveys is sometimes cause for concern.

However it is regularly used by pundits and researchers (Shang-Jin (2000)).

(2) Legal Central Bank Independence or Actual Central Bank Independence?

In this section, we will econometrically test the following function, based on

(15):

(16) 

where we anticipate:  α29<0, α30<0, α31<0, α32<0 and α33>0.

In annex 5, we use EViews 3.1 to estimate the coefficients β. For the estimation

of our panel data we use Stata 8.0. 

Since results from the panel data are sensitive to estimation methods, we adopt

two approaches. The first one, usually called one-way component regression

model, is based on a model including only individual effects. The second approach,

the two-way component regression model, is a model where each individual and

time period has different specific parameters. The significance of individual and

time effects is tested by F-tests. For each approach we also build regressions with

fixed and random effects. The Hausman (1979) specification test evaluates the

significance of random effects versus fixed effects. 

The results of the Table 1 lead us to several conclusions. First of all the results

clearly show that the index of progressive central bank independence (actual

central bank independence) has more influence than that of classical central bank

independence (legal central bank independence). It is, therefore, advisable to

integrate a period of implementation of the new laws and rules when we want to

determine the impact of legal central bank independence on macroeconomic

variables. Whatever the choice of portfolio the private agents may have made, a

highly autonomous central bank has direct influence on the growth of the deposits

in foreign currencies. This could mean that independent central banks have low

currency substitution as one of their main implicit objectives. 

If we keep only the regressions with the index of actual central bank

independence, the model with individual effects is preferred to the model with both

individual and time effects (on the basis of the values provided by the F-test). The

Hausman test shows that fixed effects are superior in terms of efficiency to random

effects. This is partly due to the diversity of the macroeconomic situations of
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Table 1. Determination of the More Powerful Determinant: Legal Central Bank Independence or Actual Central Bank Independence?

Specification:   

                         (indivdual effects only)

                        (time and individual effects)

                       µi is IID(0, σµ), λt is IID(0, σλ), vit is IID(0, συ)

Individual Effects 

Only

Time and Individual 

Effects

Individual Effects 

Only

Time and Individual 

Effects
Fixed

Effects

Random 

Effects

Fixed

Effects

Random

Effects

Fixed

Effects

Random 

Effects

Fixed 

Effects

Random

Effects
Endogenous

Variable
: currency substitution

Exogenous 

Variables

Constant
2.395**

(0.47)

2.019**

(0.639)

2.302**

(0.319)

2.118*

(1.012)

δt: :Legal Central Bank Independence
-0.79

(0.074)

-0.068

(0.167)

0.156

(0.163)

-0.007

(0.038)

: Actual Central Bank Independence
-0.394**

(0.078)

-0.534**

(0.073)

-0.423**

(0.104)

-0.697**

(0.101)

: Domestic inflation instability
-0.015

(0.025)

-0.015

(0.025)

-0.008

(0.025)

-0.007

(0.038)

0.073*

(0.029)

0.072*

(0.029)

0.075*

(0.032)

0.074*

(0.031)

: Potential Economic Growth
-0.812

(0.711)

-0.869

(0.696)

-1.123*

(0.716)

-0.215

(0.939)

-0.646

(0.662)

-0.704

(0.649)

-1.647

(1.119)

-1.678

(1.235)

(FMD)t :Financial Development
-0.198*

(0.08)

-0.208

(0.077)

-0.537*

(0.249)

-0.223*

(0.093)

0.12

(0.075)

0.129

(0.073)

0.178

(0.108)

0.122

(0.153)

(COR)t: Level of Corruption
0.513*

(0.203)

0.521**

(0.198)

0.537*

(0.263)

0.503*

(0.222)

0.705**

(0.193)

0.709**

(0.189)

0.391*

(0.182)

0.398*

(0.177)

erst: Official Exchange rate regime
0.063

(0.041)

0.065*

(0.04)

-0.138*

(0.084)

0.054

(0.043)

0.052*

(0.027)

0.054

(0.036)

0.053*

(0.025)

0.028

(0.019)

R-squared 0.511 0.525 0.345 0.216 0.483 0.452 0.443 0.317

Adjusted R-squared 0.453 0.511 0.229 0.205 0.414 0.436 0.421 0.309
Number of observations 163 163 163 163 163 163 163 163
Trans. Durbin-Watson 1.339 1.293 1.41 1.476

Hausman Test 26.09 (0.098) 64.75 (0.000) 35.79 (0.032) 52.95 (0.000)
F-test that all   λt =0 31.51 (0.000) 1.14 (0.337)
F-test that all  µi =0 78.62 (0.000) 81.42 (0.000)

Notes: Numbers in parenthesis under coefficients are standard errors.

** and * denotes significance at 1% and 5% respectively.

 The “Trans. Durbin Watson” value is the one after performing a Cochrane–Orcutt estimation.
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several economies of our panel. For instance, in Romania, Bulgaria, Lithuania and

Croatia, currency substitution is much higher at the beginning of the 2000’s than in

the other economies; and the financial and monetary crisis of 1997 was somewhat

more important in Romania and Bulgaria than in the other economies of our panel. 

As expected, informal sector and domestic inflation instability both have

positive influence on the stocks of foreign currencies, while central bank

independence and potential output negatively influence dollarization. With

progressive central bank independence and five per cent of significance level,

inflation instability is a significant variable. This result is consistent with the

empirical literature about the macroeconomic determinants of currency

substitution, and proves that the precautionary motive may be a key element of

currency substitution. However, with one per cent of significance level, inflation

instability is rejected. Informal economy, actual central bank independence and

official exchange rate regimes all have significant influence on the dynamics of

dollarization. Financial development does not seem to affect the level of currency

substitution.

Fourth, the positive sign of the official exchange rate regimes means that, in

general, harder pegs fail to inverse the growth of currency substitution in Central

and Eastern European Economies. These pegs clearly lack credibility since more

rigid regimes lead to more currency substitution. The implementation of harder

pegs may reveal to the private agents the inability of the monetary authorities to

stabilize the economy. As described previously, Bulgaria, Estonia, Latvia and

Lithuania were the only ones to adopt currency boards, and each time this choice

was made in extreme circumstances. Deep financial crisis and higher

macroeconomic volatility lead these economies to give up their monetary

sovereignty. This decision may have been seen as a sign of extreme weakness by

private agents. Before these econometric results, we expected an impact of the

official exchange rate regimes only on the speculation motive. The motive of

protection of savings could also have been affected by theses changes of pegs.

Finally, potential output does not influence currency substitution. Apparently

good prospects in terms of economic growth do not influence currency

substitution. According to our results the main factors of currency substitution are

then essentially financial and institutional. 

(3) “Successful” and “Unsuccessful” Samples

At present we introduce three different samples. The first one is the overall
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sample with the eleven economies. We also study the “successful” sample, which

is composed of the eight economies which integrated the European Union in 2004,

namely Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland, Slovakia and

Slovenia. Eventually we will analyze the “unsuccessful” sample, which is

composed of Bulgaria, Croatia and Romania. The idea of success is mainly based

on the ability of each economy to reduce their rates of currency substitution. 

To capture the time-specific and individual-invariant characteristics we integrate

two dummies. One valorises the presence of strong overall external shocks which

can deeply affect all the economies of our panel at the same time. This dummy

includes both the unbalanced beginning of transition and the Asian crisis of 1997,

which led Russia, Ukraine, Bulgaria and Romania to be close to bankruptcy. The

initial period of the transition is a period of important imbalances due to the change

of political and economic system for our 11 economies. Unfortunately the absence

of complete data for the other variables does not allow us to study the impact of the

beginning of the transition on currency substitution. The dummy (Crisis)t is equal

to 1 for the years 1997, 1998, 1999 and 2000, at the worst moment of the

international monetary and financial crisis, and to 0 for all the other years. To avoid

potential correlation between macroeconomic volatility and crisis, we will exclude

the variables inflation instability and potential growth when we take the dummy

crisis into account. 

The other dummy (in)t captures the effects of the integration of these economies

into the European Union. Eight economies out of eleven integrated the European

Union on the 1 May, 2004. We will study the impact of this dummy only on this

restricted panel by assigning 0 to the years before 2004 and 1 afterwards. The

integration of Romania and Bulgaria took place at the beginning of 2007 while

Croatia is still not a membership despite its application.

The comparison between the results of the table 2 and the results provided by

the table 1 allows us to make several interesting conclusions. 

Concerning the impact of the crisis dummy we can make two main remarks.

First, this dummy does not have a significant impact on the level of currency

substitution if we study the entire sample. Asian crisis affected only Bulgaria,

Croatia and Romania. If we specifically study these three economies, we can see

that the power of an actual independent central bank to inverse the growth of

dollars and euros in the domestic economy is quite poorer. Contrary to the eight

other economies we can affirm that Bulgaria, Croatia and Romania are highly

dollarized. 



6
2
4

S
y
lv
ain

 B
o
u
y
o
n

Table 2. Impact of Time-specific and Individual-invariant Characteristics

Fixed Effects Random Effects Fixed Effects Random Effects Fixed Effects Random Effects

Endogenous

Variable

: currency substitu-

tion

Exogenous 

Variables

Constant
2.691**

(0.252)

2.532**

(0.585)

2.68*

(0.563)

: Actual Central Bank 

Independence

-0.67**

(0.14)

-0.62**

(0.09)

-0.144*

(0.068)

-0.163*

(0.087)

-0.684**

(0.176)

-0.666**

(0.225)

: Domestic inflation 

instability

0.027*

(0.009)

0.103*

(0.057)

: Potential Economic 

Growth

-1.07

(0.155)

-1.77

(1.131)

(UDFM)t: Financial Devel-

opment

-0.451

(0.347)

-0.447

(0.543)

0.8

(0.679)

-0.314

(0.283)

0.376

(0.156)

-0.147

(0.087)

(COR)t: Informal Economy
0.012*

(0.006)

0.023**

(0.008)

0.102

(0.247)

0.078*

(0.037)

-0.003

(0.134)

-0.015

(0.0178)

erst: Official Exchange rate 

regime

0.067*

(0.023)

0.082**

(0.017)

0.024*

(0.09)

0.306**

(0.085)

0.045*

(0.007)

0.053**

(0.009)

(Crisis)t : External shocks 

for the 11 economies

0.002

(0.008)

0.005

(0.003)

(Crisis)t : External shocks 

for the 3 economies 

0.451*

(0.149)

0.146*

(0.052)

(in)t : European Integration 

for the 8 economies 

-0.129**

(0.048)

-0.191*

(0.09)

R-squared 0.486 0.497 0.236 0.411 0.475 0.451

Adjusted R-squared 0.413 0.454 0.109 0.386 0.398 0.442

Number of observations 143 143 39 39 104 104

Trans. Durbin-Watson 1.428 1.21 1.489

Hausman Test 0.026 0.011 0.045

Notes: Numbers in parenthesis under coefficients are standard errors.

** and * denotes significance at 1% and 5% respectively.

The “Trans. Durbin Watson” value is the one after performing a Cochrane–Orcutt estimation.

The value related to the Hausman Test is the p-value.

The 3 economies for “(Crisis)t : External shocks for the 3 economies” are Bulgaria, Croatia and Romania.

The eight economies for “(in)t : European Integration for the 8 economies” are Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland, Slovakia and Slovenia.
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The influence of the European integration of 2004 is significant and may have

represented an important sign of credibility and safety for private agents. This

integration may explain an important part of the decreasing level of currency

substitution observed in most of these eight economies over last years

VI. Conclusion

In this paper, we build a model based on a confrontation between authorities

implementing monetary policies and private agents asking for foreign currencies.

The choice of the appropriate monetary policy depends on a time-inconsistency

problem where a partly-independent and conservative central bank is faced with a

type of monetary targeting. The authorities have to find a balance between output

volatility and money supply growth. The motives of the private agents in asking

for foreign currencies are precautionary and/or speculative. The dynamics of the

exchange rates partly depend on the level of currency substitution. 

The optimal aggregate growth in foreign currencies proves that an independent,

conservative central bank and the transparency of its decisions are essential to limit

the number of deposits in foreign currencies. At the same time, these optima show

that the domestic currency and the foreign currencies are interdependent: the

inflation instability of each of the currency can influence the evolution of the

holdings of all of them. The complexity of the process of currency substitution is,

therefore, better appreciated. 

We then propose a new measurement of the actual level of central bank

independence, which is based on the progressive implementation of the change of

the statutes of the central bank. For the potential output, we use the last measure

which has been developed in literature: the HP Filter. We also add institutional

determinants such as the size of the informal sector, the under-development of the

financial markets and the official exchange rate regime. 

We tested for possible endogeneity and concluded that the measure of informal

economy with monetary aggregates might be highly correlated with our variable of

currency substitution. To capture the effect of informal economy we use the level

of corruption on a yearly basis. This new measure has a strong positive effect on

the level of currency substitution. 

The results of our regressions show that the index of progressive central bank

independence is a more powerful determinant than that of classical independence.

It is, therefore, advisable to integrate a period of implementation of the laws when
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we want to analyze the impact of the rules which insist on greater legal

independence of the monetary authorities. Another interesting result concerns the

influence of hard pegs on currency substitution. According to our results harder

pegs may create counterproductive effects and may lead to more currency

substitution. The implementation of such regimes may reveal to private agents the

inability of the authorities to stabilize the economy. The adoption of currency

boards by Baltic States and Bulgaria were all made in extreme circumstances with

deep monetary crises. 

In terms of recommendations, the main instruments for reducing currency

substitution are the development of the financial markets, the fight against the

informal sector and the building up of credible monetary authorities. In this paper,

we have used the concepts of independence and conservativeness to determine this

credibility but other concepts could be used and should be analyzed further. Finally,

we distinguished the successful sample from the unsuccessful one. We introduced

two dummies with time-specific and individual-invariant characteristics. The

presence of strong external overall shocks like the Asian crisis of 1997 affected

mainly Bulgaria, Croatia and Romania. In these three economies the power of

conservative independent central banks has been considerably reduced. Eventually

the influence of the European integration of 2004 is significant and may have

represented an important sign of credibility and safety for private agents. This

integration may explain an important part of the decreasing level of currency

substitution observed in most of the “eight economies” over last years.

Received  20 December 2008,  Revised 02 September 2009, Accepted 07 September 2009
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Appendices

ANNEX 1: Rates of Currency Substitution (% of the deposits in foreign currencies)

1996 2005

CEE Average 26.4 27.0

Median 16.2 16.8

Maximum Croatia 67.6 Croatia 60.3

Minimum Czech Republic 6.7 Hungary 5.1

Stdard Dev, 21.7 15.4

CIS Average 34.2 48.4

Median 28.8 43.3

Maximum Armenia 58.4 Georgia 77.5

Minimum Uzbekistan 10.2 Uzbekistan 7.3

Stdard Dev, 15.5 18.1

Latin America Average 41.1 47.4

Median 37.0 40.2

Maximum Bolivia 89.0 Bolivia 88.0

Minimum Dominica 1.1 Dominica 3.1

Stdard Dev, 28.4 34.7

Industrial 

Countries
Average 8.1 8.8

Median 6.0 5.5

Maximum United Kingdom 23.2
United King-

dom
26.3

Minimum Japan 1.8 Japan 1.7

Stdard Dev, 6.8 7.2

CEE: Bulgaria; Croatia; Czech Republic; Estonia; Hungary; Latvia; Lithuania; Poland; Roma-

nia; Slovenia; Slovakia

CIS: Armenia; Azerbaijan; Belarus; Georgia; Moldova; Russia; Tajikistan; Ukraine; Uzbeki-

stan

Latin America: Argentina; Bolivia; Costa Rica; Dominica; Ecuador; El Salvador; Honduras; 

Nicaragua; Paraguay; Peru

Industrial Countries: Australia; Austria; Belgium; Canada; Denmark; France; Germany; Ire-

land; Italy; Japan; UK; USA
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ANNEX 2: Legal Central Bank Independence

Cukierman Index GMT Index

Australia 0.31 9

Austria 0.58 9

Belgium 0.19 7

Bulgaria 0.55 15

Canada 0.46 11

Croatia 0.44 11

Czech Republic 0.73 13

Denmark 0.47 8

Estonia 0.78 13

France 0.28 7

Germany 0.66 13

Hungary 0.67 10

Ireland 0.39 7

Italy 0.22 5

Japan 0.16 6

Latvia 0.49 12

Lithuania 0.78 15

Poland 0.89 15

Romania 0.34 12

Slovak Republic 0.62 11

Slovenia 0.63 11

UK 0.31 6

USA 0.51 12

Average of Industrial Economies 0.38 8.33

Average of Transition Economies 0.63 12.55
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ANNEX 3: Composition of the GMT Index

G1 G2 G3 B4 B5 R6 R7 C8 C9 PI D10 D11 D12 D13 D14 D15 M16 M17 EI OI

Estonia 93 * * * * * * 6 * * * * * * * 7 13

Latvia 92 * * * * * * * * * 9 * * * 3 12

Lithuania 91 * * * * * 5 * * 2 7

Lithuania 96 * * * * * * * * 8 * * * * * * * 7 15

Lithuania 04 * * * * * * 6 * * * * * * * 7 13

Hungary 91 * * * 3 * * * * * * 6 9

Hungary 97 * * * 3 * * * * * * * 7 10

Hungary 99 * * * * * * * 7 * * * * * * * * 8 15

Czech Rep 92 * * * * * * * * 8 * * * * * 5 13

Slovakia 92 * * * * * 5 * * * * * * 6 11

Slovenia 91 * * * * * * * 7 * * * * 4 11

Poland 89 * * * * 4 * * * * 4 8

Poland 92 * * * * * * 6 * * * * 4 10

Poland 97 * * * * * * * 7 * * * * * * * 7 14

Poland 99 * * * * * * * * 8 * * * * * * * 7 15

Croatia 92 * * * * * * * 7 * * * * 4 11

Romania 91 * * * * 4 * * * 3 7

Romania 98 * * * * * 5 * * * * * 5 10

Romania 04 * * * * * 5 * * * * * * * 7 12

Bulgaria 91 * * * * * * * 7 * * * * * 5 12

Bulgaria 96 * * * * * * 6 * * * * * 5 11

Bulgaria 97 * * * * * * * * 8 * * * * * * * 7 15

Sources: national legislation (BNR, NBP,…)

PI: Political independence

EI: Economic independence

OI: Overall independence (PI+EI)

G: Government

G1: Governor not appointed by the government

G2: Governor appointed for more than five years

G3: Provisions for governor’s dismissal non political only

B: Governing BoardB4: None of the board appointed by the government

B5: Board appointed for more than 5 years

R: Relation with the government

R6: No mandatory government representative in the board 

R7: Government approval of monetary policy is required 

C: Constitution

C8: Statutory responsibility to pursue monetary stability

C9: D: Direct credit to the government

D10: Direct credit facility is not automatic

D11: Direct credit facility is at the market interest rate

D12: Direct credit facility is temporary 

D13: Direct credit facility is of limited amount

D14: CB does not participate in the primary market

D15: All direct credit is securitized

M: Monetary instruments

M16: Discount rate is set by the central bank

M17: Supervision of commercial banks is not entrusted to the central bank (**) or

not entrusted to the central bank alone (*)
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ANNEX 4: Complete Data

Details of the 163 Observations

Economies Range Economies Range

Bulgaria 1993-2007 Lithuania 1994-2007

Croatia 1993-2007 Poland 1992-2007

Czech Republic 1993-2007 Romania 1993-2007

Estonia 1994-2007 Slovakia 1994-2007

Hungary 1993-2007
Slovenia 1993-2007

Latvia 1993-2007

ANNEX 5: Estimation of with Ordinary Least Squares Method

Economies β Economies β Economies β Economies β

Bulgaria
0.51 

(0.06)
Estonia

0.79

(0.02)
Lithuania

0.55

(0.03)
Slovakia

0.33

(0.08)

Croatia
0.5

(0.07)
Hungary

0.29

(0.05)
Poland

0.39

(0.09)
Slovenia

0.44

(0.04)

Czech Republic
0.42

(0.08)
Latvia

0.49

(0.07)
Romania

0.77

(0.04)

ANNEX 6: Official Exchange Rate Regimes

Year Bulgaria Croatia Czech R.
Esto-

nia

Hun-

gary
Latvia

Lithua

nia

Polan

d

Roma-

nia
Slovakia Slovenia

1990 6 6 6 6 6 6

1991 1 6 1 6 6 3 6

1992 1 6 6 7 6 2 1 5 3 6 5

1993 1 2 6 7 6 2 1 5 3 6 5

1994 1 2 6 7 6 7 7 5 3 6 5

1995 1 2 6 7 5 7 7 3 3 6 5

1996 1 2 2 7 5 7 7 3 3 2 5

1997 7 2 2 7 5 7 7 3 3 2 5

1998 7 2 1 7 5 7 7 3 3 2 5

1999 7 2 1 7 5 7 7 3 3 1 5

2000 7 2 1 7 5 7 7 3 3 1 5

2001 7 2 1 7 3 7 7 0 3 1 5

2002 7 2 1 7 2 7 7 0 3 1 5

2003 7 2 1 7 2 7 7 0 3 1 5

2004 7 2 1 7 2 7 7 0 3 1 2

2005 7 2 1 7 2 7 7 0 3 1 2

2006 7 2 1 7 2 7 7 0 3 1 2

2007 7 2 1 7 2 7 7 0 3 1 2

Notes:

• 7: formal or de facto currency board

• 6: peg to a currency or to a basket with fluctuation margins less than or equal to +2.25%

• 5: float with active management by monetary authorities (implicit crawling peg)

• 4: float with active management monetary authorities (implicit crawling band)

• 3: crawling peg with fluctuation margins of more than +2.25%

• 2: peg to a currency or a basket with fluctuation margins of more than 2.25%

• 1: float with intervention

• 0: free float without any intervention. In parentheses are the de jure regimes for Croatia, Romania and Slovenia. Shaded areas

denote a regime shift
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